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Abstmet-This paper describes some of the difficulties associated with the thermal design of industrial heat 
exchangers, and advocates a new approach using a declarative style for problem formulation. By way of 
illustration, a small declarative language is described, and an example design problem is defined in the 

language and solved using the corresponding problem-solving environment. 

1. INTRODUCTION 

HEAT EXCHANGER DESIGN (HED) is a composite disci- 
pline, combining knowledge and expertise from sev- 
eral fields : heat transfer, mathematical modelling, 
numerical analysis, and computer science. The prin- 
cipal HED methodology in current use is the well- 
known ‘Case Study Method’ devised by Kays and 
London [l], and described in detail by London [2]. 
The conventional means of solving a HED problem 
is the Fortran program. In this paper a new approach 
to problem formulation and solution is suggested. 

Although the techniques described can be applied 
to all classes of heat exchanger, the regenerator pre- 
sents particular difficulties and these are discussed 
here. A regenerator differs from a recuperator in that 
instead of heat transfer taking place through a wall 
separating the fluids, each fluid passes in turn over the 
same surface [3]. This is achieved either by rotating 
the heat storage material (or packing) between the 
two fluid streams (rotary regenerators) or by using 
valves to shut off one fluid before allowing the other 
to pass over the packing (fixed bed regenerators). 

Regenerators present particular design difficulties 
because : 

0 Even at equilibrium, fluid and solid temperatures 
vary both spatially and chronologically, whereas in 
a recuperator the temperature varies only in space. The 
mathematical models and corresponding simulation 
methods are thus more complex for regenerators. 
l A regenerator packing typically has an irregular 

geometry to maximize heat transfer; consequently 
heat transfer coefficients (htc) must in general be 
determined experimentally. 

f Author to whom all correspondence should be addressed. 

0 Although there are few mathematical models of 
regenerators, they are employed in a wide range of 
application areas, from cryogenics to ventilation sys- 
tems to blast furnaces. There is correspondingly great 
diversity in design variables and constraints, packings, 
geometries, fluids and operating conditions, as 
described by Shah et al. [4]. 

The chief means of communicating HED advances 
is through the scientific literature, and papers con- 
cerned with regenerators fall into two main groups: 
those that deal only with the modelling and simulation 
of regenerators, and those that describe complete 
design calculations. 

The earliest simulation schemes were severely lim- 
ited by the absence of digital computers: Iliffe [S] 
reports having spent some 10 hours using a slide-rule 
and five-figure tables to perform a single regenerator 
simulation, and it is a little-known fact that Hausen, 
during the 1920s and 193Os, ‘programmed’ his entire 
family to perform regenerator calculations. Cor- 
respondingly, the design calculations were simple and 
could be completely specified within a single technical 
paper as a ‘design manual’. It was straightforward 
to obtain a state-of-the-art design method: a design 
manual in a technical journal could be modified to 
accommodate the user’s particular requirements with 
reasonable ease. The difficulty lay in performing the 
calculation. 

Today the reverse is the case. Workstations can 
perform elaborate simulations within seconds or less. 
However each of the fields from which HED draws 
its skills has expanded and become increasingly spe- 
cialized: no single paper can fully describe the latest 
in regenerator design theory. Consequently, it requires 
many man-months to create software that is state-of- 
the-art in each aspect of HED, adequately embodies 
user requirements, and exploits available com- 
putational power. As engineers have deadlines, and 
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the resources for software development are rarely 
available, current regenerator design programs are 
often a poor reflection of available HED theory. 

I. 1. Design manuals and design programs 
The first published design calculations took the 

form of design manuals, consisting of complete step- 
by-step methods, normally including example cal- 
culations. Graphs and tables gave thermophysical 
properties and efficiency vs parameter data from 
simulation calculations. The schemes were open- 
ended: the user decided which variables to assign 
values and which to leave free for optimization, within 
the limits of available computational resources. As 
the design method (and often its derivation) was given 
in full, it was easy to modify the design to satisfy 
a user’s requirements (e.g. add extra constraints or 
variables). This was necessary, because the design 
variables and constraints used by different engineers 
varied widely even for the same application area. For 
example, both Razelos and Paschkis [6], and Butter- 
field er al. [7] provide complete design calculations for 
Cowper Stoves, based upon the same Pseudo-recuper- 
ator model of regenerator performance [8], but using 
very different ‘real-world’ variables. A thorough 
comparison of the two manuals can be found in ref. 
[9]. Given the expense of physical experimentation 
and the lack of computational facilities (in the dis- 
cussion at the end of Razelos and Paschkis [6], an 
engineer reported spending three working days on a 
single calculation), discrepancies in design theory 
were inevitable. 

The development of finite difference schemes such 
as the Lambertson method [lo] heralded the depen- 
dence of simulation calculations upon computers. 
Finite difference techniques use simple equations 
evaluated hundreds of times: a computational load 
feasible only using a computer. It was natural to 
extend automation to complete design calculations. 
The resulting programs had significant advantages 
over design manuals : 

l they eliminated much of the computational bur- 
den on the engineer ; 
l they could perform more precise calculations 

than was possible with table, graph and slide-rule; 
l they did not suffer from the parameter limi- 

tations of graphs and tables ; 
l speed of calculation no longer presented a 

barrier, so that more ambitious design schemes involv- 
ing more variables, fewer assumptions, and numerical 
optimization, became practicable. 

However, the changeover from the design manual 
to the program as the chief vehicle for HED has intro- 
duced problems. 

input and output statements, etc., and so is con- 
siderably longer. Complete design manuals can be 
published in full, together with example calculations, 
whereas complete design programs are too large for 
technical journals. Program design is merely outlined. 
so the engineer must often write his own code. Clearly, 
the more sophisticated the design scheme, the greater 
the effort entailed. 

l Fortran programs are inflexible : a design man- 
ual allows the user to leave any of the independent 
variables unassigned for optimization. but a Fortran 
program cannot do this, as the equations are fixed in 
code. With ingenuity, some flexibility is possible (see, 
for example, Palen ef al. [ 1 I]), but this is fairly limited. 
l It is more difficult to modify a program to satisfy 

new requirements than it is for a manual, as the 
program will typically need to undergo updates to 
the input/output code, interface to the optimization 
routines, hard coded data and other areas, requiring 
detailed knowledge of the program structure. 

Of course. if the engineer has access to a program 
that already satisfies his requirements. then there is 
no need to write or modify any code. Again we dis- 
tinguish recuperators and regenerators. for whereas 
there are several commercially available programs for 
recuperator design (e.g. HTFS’s Thermech [12]). the 
authors are unaware of any commercial program for 
the design of regenerators. 

Despite these difficulties, the application of com- 
puters to HED has proved an enormous step forward, 
and has been one of the most significant catalysts in 
the development of HED theory. 

1.2. Advances in aspects of heat exchanger design 
The last 30 years have seen major advances in all 

aspects of HED. Many of the factors ignored in the 
earliest regenerator models can now be included, such 
as fouling, maldistribution of flow, longitudinal con- 
duction, radiation, transient performance, non- 
linearities and reversal effects [13,4]. It is now possible 
to obtain full chronological and spatial variations in 
fluid and solid temperature both for transient and 
steady-state behaviour. There has been a steady 
improvement in stability, parameter ranges and speed 
as new methods of solution are developed for the 
same mathematical model (see, for example, Hill and 
Willmott [14]). Where once point values were used for 
specific heat, conductivity, density and other prop- 
erties, new correlations incorporating temperature 
dependence are available for many commonly-used 
materials such as the atmospheric gases. Optimization 
has become a specialist subject in its own right, pro- 
viding entire families of solution methods. AS no sin- 
gle optimization algorithm is guaranteed to locate the 
optimum point for an arbitrary HED problem, Shah 

l A design manual is compact, containing only e; al. [IS]-recommend that a suite of algorithms be 
essential equations, graphs and tables needed for the available for use. 
calculation, whereas a Fortran program to perform It is clear, therefore, that each of the areas from 

the same calculation requires housekeeping code, which HED theory draws its expertise has grown so 



A declarative language for the thermal design of regenerative heat exchangers 705 

large that it is impossible for any single individual 
to be fully conversant with every aspect. If current 
practice continues, difficulties in the copulation 
and application of expertise can only worsen as the 
body of knowledge grows, and the situation is devel- 
oping into what the authors call the software crisis in 
HED. 

1.3. The current crisis 
The current crisis has several features. 
Communication of design expertise. The com- 

munication problem is well illustrated by the paper of 
Hedderich et al. [ 161, subsequently reviewed by Rubin 
[17]. Hedderich et al. describe a program to design 
optimal air-cooled heat exchangers for marine appli- 
cations, Rubin criticized the paper for ignoring fouling 
and maldist~bution effects, for the ranges of par- 
ameters used in the optim~ation studies, and the cost 
function employed, concluding that the program was 
unusable for commercial design. Needless to say, the 
authors defend their approach. 

With neither the code described in the paper nor a 
code that would satisfy Rubin, and with insufficient 
information to be able to replicate Hedderich et uI.‘s 
program or to incorporate those factors deemed 
necessary by Rubin, a third party can Lam very little 
from this exchange other than that HED is a highly 
contentious issue! 

The communication problem has been recognized 
in fields related to HED. Spalding, in the editorial of 
the first issue of the PHOENICS Journal of Com- 
putational Fluid Dynamics, notes [18] 

“How frequentiy, having read a carefuf description of a 
new solution atgorithm, can the reader implem~t it on his 
own’ . . . . There is simply not enough space in conventionat 
journals for recording what is necessary for complete 
transfer (of skills). . . As a consequence, editors, authors 
and readers have learned to he content with the con- 
veyance of mere outlines of the work performed.. . and 
what the author has lacked space to supply the interested 
reader has had to supplement by guesswork.” 

Continued d~eiopment and use of ~oph~?~~ated 
design meth~. This is well illustrated by the relatively 
recent (1982) paper of Kulakowski and Schmidt f 191, 
in which they describe a method for engineers to pro- 
duce their own design manual and design curves, in- 
corporating their own design variables, pressure drop 
and heat transfer correlations and material properties. 
By way of example, design curves for three different 
types of regenerators are developed. 

This scheme suffers from the same types of draw- 
back as other design manual schemes: the method 
only deals with a limited range of regenerator par- 
ameters, only the gross efficiencies are provided rather 
than detailed temperature profile information, if the 
data changes or unusual parameters arise then the 
curves must be recalculated, precision is limited, opti- 
mization is not possible, and so on. However, it rep 
resents an apt and ingenious way of inco~rating 

user-specific data into a design scheme without the 
need for elaborate pro~mming. and its publication 
indicates the continued interest in elementary simu- 
lation and design schemes despite the availability of 
much more accurate and informative methods. 

Code fossilization. A major problem arising when 
large programs are used for WED is that expertise 
may become fossilized in computer programs which 
were written by employees or consultants with whom 
the company no Ionger has any contact. Indeed cur- 
rent expertise may consist of how to use such a com- 
puter program to generate a reliable design for a heat 
exchanger, together with only a partial knowledge of 
how the program works. This partial knowledge will 
include, typically, information about experiments to 
evaluate heat transfer correlations, and more import- 
antly, how previous computer aided designs have 
turned out in practice when new heat exchangers have 
been installed for customers. Attempts to update the 
code are fraught with danger, and many companies 
prefer to make do with the known inadequacies of the 
current program. 

New developments in computer science. A most 
significant advance in recent years has been the devel- 
opment of parallel processing devices such as the 
Transputer, capable of I.5 MFLOPS per processor, 
and which can be connected by the dozen to work- 
stations and PCs. Phenomenal computational power 
will be available on the desktop in the near future, but 
it can only be exploited if the current serial simulation 
and optimization codes are rewritten to use parallel 
hardware. 

Developments in the area of Artificial Intelligence 
offer the opportunity to incorporate the qualitative 
aspects of design into the program. This is seen by 
some to be most necessary : 

“A practical need for storing knowledge is seen in the heat 
transfer industry as many experts from the great golden 
age of process heat transfer are retiring, perhaps with- 
out sufficiently passing on their expertise to the younger 
engineers [20].” 

However, the intr~uction of qualitative factors 
appropriate for a particufar commercial concern into 
a program makes it less comparable to other codes. 
thus adding to the problems of verification. 

Both workstations and PCs now routinely provide 
advanced features to assist the user, including win- 
dowing, mice, pull-down menus and sophisticated 
graphics. 

All these desirabfe features are achieved only 
by adding further dimensions of prog~ing 
complexity. Existing programs will rapidly appear 
obsolete in the face of these advances but the task 
(if undertaken) of upgrading the code is formidable. 
Given that each sophisticated design program is essen- 
tially unique, such updating represents at best a gross 
duplication of effort within the HED community, and 
at worst an unparalleled opportunity for new errors 
to enter the code. 
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1 A. The future of HED 2. PROBLEM SOLVING ENVIRONMENTS 
Paradoxically, the future of HED appears both 

exciting with the advances being made in so many 
aspects of the field, and yet bleak when considering 
how to implement and verify programs containing 
these advances. Jerry Taborek, an experienced 
designer, voiced his fears at a conference as far back 
as 1977. Having described some of the advances he 
expected, he continued : 

2.1. Definition 

“Many of the above items will not necessarily constitute 
progress in any real sense. Reliance on computer results 
will become progressively more common, as there will 
be a lack of experienced designers. This is particularly 
frightening, as everyone knows that no computer program 
of the magnitude we are dealing with can ever be com- 
pletely checked out. Errors in general and even those 
involving fundamen~l principles will be undetected. To 
remedy this, emphasis will be placed on increased optimis- 
ation by the computer logic, thus further complicating the 
programs. To break this vicious circle, we will have to 
eventually dust off Kern’s Process Heat Transfer [2l] 
and again start educating engineers how to design heat 
exchangers [22].” 

Some of the points raised here will be returned to 
later. 

As an alternative vision of the future, we pose the 
following question. In the late 1990s. will an engineer 
still be using approximate graphical methods (such as 
those described by Kulakowski and Schmidt [19]). 
when the 50 MFLOPS workstation on his desk could 
calculate an optimized and fully simulated design in 
the time it takes to read a single value from the graph, 
if only the appropriate, verified expertise were avail- 
able to him in program form? 

A PSE is a general program designed to solve a 
range of problems in some specialized domain. It 
assists the user by providing graphical, data saving 
and Iogging facilities, as well as a suite of inbuih 
functions relevant to the problem domain. It also 
provides one of more methods of ‘solution’, possibly 
simulation, optimization or symbolic manipulation 
techniques as appropriate for the field concerned. 
Problems are stated in an appropriate declarative lan- 
guage in terms that are familiar to the practitioner. 
The language is ‘declarative’ in that the problem is 
merely stated : the PSEcontains the means of solution. 
Typically, the user operates the PSE interactively, 
either typing in the problem de~nition or supplying a 
file name, and then monitoring and guiding progress 
towards a solution. Repeated calculations allow par- 
ameter studies to be performed with ease. 

Examples of PSEs include PHOENICS [18] for 
computational fluid dynamics, Simnon [23] for simu- 
lating dynamical systems such as in control or biology, 
DELIGHT [24] for solving optimization problems 
and developing algorithms, Ctrf-C 1251 for solving 
matrix-based problems, and Computer Algebra sys- 
tems such as MACSYMA [26]. 

PSEs offer several advantages. 

0 It is unnecessary to write a complete program. 
Instead, the problem is stated in a suitable notation. 
This greatly reduces human effort between problem 
fo~ulation and sohttion. 

1.5. Summary 
To summarize this introduction, all aspects of the 

theory and technology employed in HED are expand- 
ing rapidly; conversely, it is becoming increasingly 
difficult to communicate that expertise due to the 
increasing degree of specialization needed to master 
any one of these areas, and the limitations of the 
technical paper as a means of conveying program 
detail. The gap between the potential and actual 
sophistication of HED programs is large now, and is 
getting larger. 

0 The facilities provided by the PSE are written by 
a single concern but used by many. This ehmination 
of duplicated effort makes viable the incorporation of 
state-of-the-art software in the PSE. Updates of the 
PSE, developed by specialists, may be released to 
exploit the latest hardware and software advances. 
However, as the declarative language remains 
unchanged the user enjoys a high degree of portability 
for his problem definitions. 

What is needed to halt this trend, therefore, is a 
medium in which design theory and data can be con- 
veyed in compact and yet complete form; a medium 
through which the best simutation, optimi~tion and 
thermal property codes can be readily shared; a 
medium through which new developments can be 
completely specified and thoroughly evaluated ; and 
yet a medium which is sufficiently flexible to allow 
every user to freely and easily modify any of this 
information to suit their own particular requirements. 

0 The problem definitions are concise pieces of 
domain knowledge, and as such suitable for com- 
munication in the literature. In setting out a jus- 
tification for the PHOENICS journal, Spalding states 

[I81 

“An enormous amount of communication has been 
effected between the author and the readers (already). . . 
having access to the same software.. . the language used 
for defining the particular computations.. . is a compact 
one.. . It therefore takes little space to convey, in every 
last detail, just what an author has done: and the user.. . 
can reproduce his results exactly.” 

Such media have been created for other specialized 
fields such as controt and computational fluid dynam- 
ics: they are Problem Solving Environments (PSEs) 
and associated declarative languages. 

PSEs are thus excellent for tutorial purposes. For 
example, in AstBm and Wittenmark’s forthcoming 
textbook on adaptive control, every example is gen- 
erated using Simnon [27& Any student with access to 
the program can replicate and further investigate each 
example until it is thoroughly understood. 
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2.2. A PSEfor HED 
From the above description of the features of a PSE, 

it is straightforward to list facilities to be provided by 
a PSE for HED. These include : 

l functions performing simulation and opti- 
mization, and for calculating the thermophysical 
properties of matter, as well as facilities to interface 
with user-defined code. 

0 a declarative language allowing the user to define 
as freely as possible design variables, constraints, data 
and optimality criteria; 
l a sophisticated user-interface to aid in the explor- 

ation of problems, including help, problem saving/ 
restoring and graphical support. 

Such facilities would overcome many of the prob- 
lems currently faced by HED engineers. The need to 
write code would be dramatically reduced. As problem 
definitions are reduced to a concise form, their com- 
munication in technical papers becomes possible (as is 
demonstrated later). Moreover, reported results could 
be reproduced by anyone using the PSE, allowing 
detailed analysis and evaluation of design schemes. 
Flexibility is inherent in that the problem defin- 
itions are stated in the declarative language and are 
therefore data, not code, and so can be easily modified. 
Thus an engineer might not only replicate a new 
design scheme, but also evaluate the scheme with his 
own data such as htc/pressure drop correlations 
inserted, or, conversely, incorporate elements of the 
published scheme into his own problem definitions. 
Such improvement in communication might well lead 
to a greater consensus concerning the role and import- 
ance of various factors (e.g. fouling, maldistribution) 
in HED. 

We now consider how the widespread use of such 
an environment might allay some of the fears ex- 
pressed by Taborek (quote, Section 1.5). Firstly, 
although indeed no program of the complexity envis- 
aged here can be proven error free, it is a significant 
step forward to have one program written by special- 
ists and with a large userbase rather than many pro- 
grams written less expertly and with much smaller 
user-bases : the probability of error detection, report- 
ing, and correction is much higher in the former case 
and, of course, much less code is written. 

Secondly, HED theory, no longer obscured by the 
complexity of the program, is placed once more in 
the foreground of the designer’s attention. This will 
hopefully eradicate many of the errors involving fun- 
damental principles which concerned Taborek, and 
indeed a PSE should prove a useful educational tool. 
One can envisage a new generation of texts (descend- 
ents of Kern’s Process Heat Transfer) in which the 
theory is stated in a declarative language, enabling the 
student or engineer to experiment with equations to 
gain a deeper understanding. In effect, we readopt the 
clarity of the design manual but retain the com- 

putational power and sophistication of the program. 
We have the best of both worlds. 

3. DEVELOPMENT OF AN EXPERIMENTAL 
SYSTEM 

An experimental package has been written pro- 
viding a declarative language, GOLD, and a PSE, 
GNOSYS, to solve HED problems. Two goals were 
defined. 

(1) The same program should be able to solve design 
problems for entirely different types of heat 
exchanger, the only change being the problem defi- 
nition stated in the declarative language. 

(2) The language should demonstrate sufficient 
flexibility to enable an industrial concern to incor- 
porate its own design data, constraints and optimality 
criteria, again without the need to alter the program 
code. 

A detailed description of the philosophy of package 
design is not possible here; it is provided in ref. [9]. 
Some key decisions are, however, summarized below. 

The ‘method of solution’ (Section 2.1) is opti- 
mization, so that all design tasks are stated in the form 
of constrained optimization problems. Indeed as, 
roughly speaking, the set of all HED problems have 
very little in common with each other (in terms of 
universally-used variables or dimensionless par- 
ameters), the declarative language GOLD allows 
quite arbitrary optimization problems to be defined 
(this further enabled the system to be tested using 
standard optimization problems). However, HED- 
specific functions are incorporated to perform simu- 
lations and to calculate thermophysical properties. 

The technique of optimization, where the user can 
select both the cost function and the set of inde- 
pendent variables, offers the greatest opportunity for 
exploiting HED expertise held in a declarative form, 
as the same design scheme can be used to solve four 
related problems : 

Simulation. For a known heat exchanger, predict 
its performance for known operating conditions. This 
problem, the easiest of the four, does not require 
optimization, but merely evaluation of the per- 
formance variables. 

Control. For a known heat exchanger, optimize 
certain operating condition variables in order to 
match required performance. The cost function may 
be either simply a least squares minimization on the 
required performance, or alternatively a measure of 
operating cost, with the performance ensured by plac- 
ing tight constraints upon appropriate variables. 

Design. For a known performance requirement, 
optimize the design of the heat exchanger, subject to 
a variety of constraints, minimizing some measure 
of cost. This problem has already been discussed at 
length. 

Tuning. Given the actual performance of a known 
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heat exchanger, optimize certain parameters of the 
model (e.g. measures of maldistribution and fouling) 
to match that performance. A least squares cost func- 
tion is employed. 

The four problems are closely connected, and in 
particular the ability to tune models is vital, as no 
manufacturer will adopt a new design scheme or a 
new software system, whatever predictive advantages 
are promised, if the performance of proprietary heat 
exchangers cannot be predicted as least as accurately 
as by the design scheme and software currently in use. 
Once a PSE is acquired, then new design schemes, 
proposed in-house or taken from the literature, can 
be declared and tuned to see how well they match 
actual data. In this way a rapid assessment of the 
usefulness of design schemes can be made by each 
manufacturer. 

Given that almost arbitrary optimization problems 
can be defined, there arises the question of which 
optimization algorithm(s) to use. In view of robust- 
ness requirements, Box’s Complex Method [28] was 
selected as the first algorithm to be implemented. This 
is a direct search method which makes no assumptions 
about the problem domain (for example that the 
search space is convex, or that the constraints have 
derivatives). It has in the past been used to solve many 
industrial problems, including HED [ 11, 29, 301, but 
has largely been replaced by more efficient and accur- 
ate algorithms. However, its very insensitivity renders 
it extremely robust and hence suitable for a general 
and experimental system. A thorough investigation of 
the properties of the Complex Method and its variants 
is described in ref. [9]. More efficient algorithms can 
be added in later versions, although the Complex 
Method might still have a role as a backup in cir- 
cumstances where other algorithms failed [31]. 

A full description of the GGLD/GNOSYS package 
is not possible here : the interested reader is referred 
to Appendix 1 of ref. [9], which contains a user manual 
for the system. The following sections outline the 
salient features of each to aid understanding of the 
example calculation. 

3.1. GOLD 
GOLD is a declarative language designed to allow 

straightforward definitions of design optimization 
problems. A file containing the problem definition is 
created using a standard editor, and then the GOLD 
parser is invoked to prepare a condensed version oi 
the problem for use with the interactive system. 

A GOLD file consists of the name of the problem, 
an optional list of constants (the USE statement), a 
list of variables with their upper and lower bounds 
(the VARIABLES statement), a list of equality con- 
straints (the CONSTRAINTS statement) and, 
optionally, the expression to be maximized or mini- 
mized. 

It is also possible to create subproblem modules 
in GOLD. These are similar in content to normal 
problems, except that they can only be loaded into 
GNOSYS on top of an already loaded problem defi- 
nition. This feature is of particular use in a design 
context, where a series of design options (e.g. different 
heat exchanger packings) are represented by a set 
of subproblem modules, each reflecting the necessary 
alterations (in the form of additional constraints 
and/or variables) to the original design problem. 

A subproblem must name in its header the problem 
module to which it must be attached: it is then able 
to refer to identifiers in the parent module without 
redeclaring them. Subproblems may also be attached 
to other subproblems to form hierarchies of arbitrary 
complexity. 

3.2. GNOSYS 
The GNOSYS interactive system provides a robust 

and flexible environment for the investigation of 
design optimization problems. A loaded problem can 
be modified and optimized repeatedly in a single 
GNOSYS session, and the system incorporates ten 
Solution Registers which store starting points and 
optimal points. By default register 0 is used for all 
commands, and will be used in all examples. A sum- 
mary of the basic GNOSYS commands is given below. 

load(sub)problemname 

help 
detail {I . . . S} 

list 
fix 

maximize/minimize expression 
optimize 

I quit 

read the named GOLD (sub)problem file 
from the current directory. 
give help information. 
adjust level of information given in all 
messages : 1 = concise, 5 = verbose. 
output contents of Solution Register. 
accept one or more new constraints of the 
form independent-variable = expression. 
set cost function to expression. 
optimize the current problem definition using 
the given starting point, supplying intermediary 
reporting as indicated by the current detail 
level, and return the best point found to 
the Solution Register. 
end GNOSYS session. 
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The process of optimization involves several levels 
of searching. Firstly the current problem definition is 
examined, and any spurious variables (such as those 
with fixed numerical values and those independent 
variables which effect neither the cost function nor 
any dependent variables) are excluded from the opti- 
mization process. The start point for the Complex 
Algorithm is taken from Register 0 (by default). How- 
ever, this point may not be feasible, and indeed may 
even be illegal, that is, may generate an arithmetic 
exception or a parameter range exception for a func- 
tion call. Thus the algorithm must first check (and if 
necessary search for) legality, and then feasibility, and 
finally optimality. 

4. A PACKED BED PROBLEM 

This section demonstrates how the GOLD/ 
GNOSYS package can be applied to HED, by de- 
veloping a s&es of GOLD modules used to solve a 
packed bed problem. Several points need to be made 
at the outset, however. The problem definition which 
follows is intended to be a demonstration of both 
the package and the methodology advocated in this 
paper. It is not an attempt to define a state-of-the- 
art packed bed design scheme. Having said this, the 
example is not trivial: it deals with a real industrial 
problem using typical data, and as such involves a 
large number of variables and constraints. The pack- 
age, though experimental, is capable of handling 
realistic problems. Space limitations prevent a 
detailed explanation of the two-dimensional linear 
regenerator model applied here, or indeed aspects of 
the packed bed design. Readers unfamiliar with the 
former may consult any text on regenerators (e.g. 
Schmidt and Willmott [29]), and the latter is 
developed by Cutland (331. In any event, it is hoped 
that where readers are unfamiliar with the equations 
involved, they may appreciate the techniques being 
used and consider how they may be applicable to their 
own domains of interest. 

In the HED context, a problem module is used to 
define the mathematical model to be used in the 
design, by declaring a call to appropriate simu- 
lation routine and by defining appropriate variables. 
Problem module Reg2D (Fig. Al) defines an entirely 
general two-dimensional linear model of a thermal 
regenerator, calling the inbuilt function Hill- Willmott 
which uses the improved Hill-Willmott scheme [32] 
to calculate the cold side thermal ratio, cold-eta-reg. 
The declaration is best explained by demonstrating 
what happens when this module is loaded into 
GNOSYS. Figure A2 shows the effect of loading and 
listing this module. The independent variables are the 
inlet temperatures and the dimensionless parameters. 
From these the thermal ratios and outlet tem- 
peratures are calculated. No cost function is defined. 

Although this problem module may be used in iso- 
lation, its very generality limits its usefulness. However, 

subproblem modules may be defined to transform 
this general declaration into something more specific. 
Herein lies the strength of a modular approach, for 
different subproblems may be defined to modify the 
original definition in different ways. Given that the 
Hill-Willmott simulation routine contains several 
hundred lines of code, the final product of several 
man-months of effort, it is clearly desirable to facili- 
tate its use in as many appropriate design problems 
as possible. 

Subproblem module Packed-Bed (Fig. A3) trans- 
forms Reg2D into a packed bed problem by intro- 
ducing new variables and constraints. It is based on 
a model of the York University Rig, developed by 
Cutland [33], from which a detailed explanation can 
be obtained. The module introduces variables for the 
bed geometry (a cylindrical bed of spheres), the gas 
properties on each side and the packing properties. 
The constraints define some of these variables in terms 
of others, and, most importantly, define the dimen- 
sionless parameters (independent in Reg2D) in terms 
of the packed bed variables, as is shown in Fig. A4. 
Listing the problem definition after loading shows 
that the dimensionless parameters have become 
dependent. 

Many modules could be defined for different heat 
transfer correlations: module Denton (Fig. A5) intro- 
duces the Reynolds and Prandtl numbers and defines 
the htcs according to Denton’s analysis [34]. Similarly. 
module Ergun (Fig. A6) defines the hot and cold side 
pressure drops using correlations developed by Ergun 

131. 
The thermophysical properties of gases can be cal- 

culated within GNOSYS by calling a set of inbuilt 
functions. Each routine, largely based on code 
developed by Brooks [35], takes as parameters the 
relative proportions of ‘air’, nitrogen, oxygen. carbon 
dioxide and water vapour, together with the tem- 
perature at which the particular property is to be 
calculated. While this falls well short of the ideal, 
namely, a suitable interface to a state-of-the-art 
thermophysical property library such as that of HTFS 
[36], the functions are sufficient for demonstration 
purposes. 

Again, several possible gas property subproblems 
may be defined. Module hot-gas-camp, for example. 
(Fig. A7), introduces variables for the relative pro- 
portions of nitrogen, oxygen, carbon dioxide and 
water vapour and calculates the hot side gas properties 
accordingly. This module might be used when the 
hot gas consists of combustion products of known 
composition. Module cold-air, on the other hand (Fig. 
A8), assigns the cold side gas properties to be those of 
air. These vary with temperature. However, the two- 
dimensional linear model assumes that the fluid prop- 
erties are constant throughout each period. Both mod- 
ules therefore calculate gas properties at the ‘average’ 
temperature in the regenerator, which is taken to be 
the mean of the hot and cold inlet temperatures. Thus 
the properties are invariant on each side, and depend 
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only upon the inlet temperatures. This simplification 
is a consequence of the use of the linear model. 

So far, the modules that have been described are 
general rather than specific : no cost function has been 
defined, no packing properties specified, and many 
variables remain independent. The next section dem- 
onstrates how the design requirements of a specific 
industrial concern can be incorporated into the prob- 
lem definition. 

4. I. Subprob~em Module Client-f 
A packed bed manufacturer was approached and 

asked for design data and an example problem to 
solve. The data included in the response has been 
incorporated into the subproblem module Client-l, 
which is given in Fig. A9. 

New variables are introduced for the minimum cold 
outlet temperature, required-coed-ou?, and the differ- 
ence between this minimum value and the predicted 
value, cold-out-d$I The effect of these two variables 
is to ensure that any design in which the predicted 
cold outlet temperature cold-outlet-temp is less than 
required-cord-our, is infeasible. Thus the user need only 
assign a value to required-cold-out during a GNOSYS 
session for a minimum requirement to be placed on 
the coid outlet temperature. 

The client placed a maximum pressure drop on each 
side of between 5 and 15 in. of water. To meet this 
requirement new variables hot-water-drop and cold- 
water-drop are introduced, together with a conversion 
factor from Pascals to inches of water. The user may 
modify the upper bounds of these variables during a 
GNOSYS session to specify particular limits. 

Data is given for the packing material to be used : 
spheres of fixed diameter, density and voidage, and 
with a temperature-dependent specific heat. 

The cost function is also specified at this juncture : 
the mass of the packing is to be minimized, while 
meeting both heat transfer and pressure drop require- 
ments. 

A typical design problem for the client can be stated 
as follows. Use the data from modules RegZD, 
Packed-Bed, Denton, Ergun, and Client-l, and the 
following particular requirements : 

Note that not all this data need be incorporated into 
subproblem modules, as constraints but may be 
defined interactively. Thus the user may easily change 
values of, say, the required minimum cold outlet tem- 
perature or the period lengths, and so perform case 
studies. 

Figure AI0 shows a GNOSYS session in which this 
design problem is solved for the case where the mini- 
mum cold outlet temperature is 950°C. Firstly, all the 
required GOLD modules are loaded. Then particular 
constraints (in the form of numerical constants) are 
assigned to more of the design variables, and finally 
the optimization routine is called. 

Note that in the listing prior to optimization, there 
remains only two independent variables, the bed 
length and the bed radius, and that many dependent 
variables are already assigned numerical values. These 
are eliminated from optimization, as is indicated by 
the initial report of the optimization routine, given 
that their values are unaffected by any change in the 
independent variables. The solution delivered by the 
optimization routine clearly satisfies both pressure 
drop and heat transfer requirements (see the values of 
the variables cold-water-drop, hot-water-drop, coId- 
outlet-remp and cold-outlet-d@) and the values of all 
other variables are listed for inspection. 

To perform a case study, all that is necessary is 
to change the interactively-de~n~ constraints (e.g. 
required cold outlet temperature). Larger changes 
may be made by replacing subproblem modules. The 
cost function itsetf can be changed to an arbitrary 
expression using a single command. A parameter 
study of this problem, in which the required cold 
outlet temperature and gas compositions are varied, 
and the effects of using different pressure drop cor- 
relations are compared, can be found in ref. [9]. By 
way of illustration, Fig. Al 1 shows the optimal sizes 
of regenerators for cold outlet temperatures ranging 
from 950 to 1350°C. 

4.2. Appraisul 
The GOLD/GNOSYS system has been developed 

to display some of the desirable features of a PSE for 
HED. 

hot fluid inlet = 1400”c cold side gas 
cold fluid inlet = 20°C hot side gas 
hot mass flow rate = 1.246 kg s- ’ 

cold mass flow rate = 1.122 kgs-’ 
hot period length -600s 
cold period length = 600 s 

max. hot pressure drop = 5 in. of water 
max. cold pressure drop = 5 in. of water 

average cold outlet temp = 950, 1000,. . . , 1350°C 

Cost function : minimize the mass of the packing. 

air 
N2 72.2% 
O2 2.3% 

co* 8.5% 
H,O 17.0% 
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l The GOLD language allows sets ofdata modules 
to be defined from the very general to the highly 
specific, incorporating user-specific data, constraints 
and cost function. This requires no knowledge of, or 
modification to, the code of GNOSYS. Many of the 
modules can be used repeatedly, with requirements 
specific to each design problem being defined inter- 
actively. 

0 Although there is insufficient space to present 
another example, it is hopefully clear that entirely 
different HED problems may be solved using the 
package, and the two goals defined in Section 3 have 
been achieved. 

0 GNOSYS is highly robust. Optimization is poss- 
ible in search spaces containing singularities or entire 
regions of exception-generating points. 

It is also clear, however, that many features could be 
added to enhance the power and scope of the present 
system. 

l The GOLD language is fairly restrictive: the 
only data type is the real value, whereas integer, vector 
and even array types would be useful. Constraints are 
currently limited to simple expressions, but IF/THEN 
and macro/procedural constructs would greatly 
enhance the language, as would automatic interpola- 
tion of tabular data (e.g. actual performance data 
used for tuning purposes). 

0 Although any simulation code may be interfaced 
to the package, currently only single real values are 
returned, whereas it would be useful to return vectors 
of temperature profile information. Also, it is difficult 
to communicate across to simulation routines data 
concerning nonlinearities (e.g. temperature-depen- 
dent properties). 
l More accurate, efficient and less robust opti- 

mization methods must be added to the system, 
together with a corresponding extension of user com- 
mands to select, monitor and change the algorithms. 

0 The user-interface could benefit from several 
additional features: an intelligent editor, graphics, 
windowing and mouse-based commands are all appli- 
cable to the package. Larger listings might be broken 
down by module for easier comprehension, and sen- 
sitivity analysis could be provided. 

Many of these items are a matter of implementation. 
For example, a variant of the package has been 
developed in which the user is able to state in equa- 
tional form the non-linear behaviour of any variable, 
which is used in the simulation calculation. This 
system is described in ref. [9], and will be the subject 
of a future paper. Also, such features as the graphical 
display of temperature profile information returned 
from simulation routines are included in the speci- 

’ fication of the next version of the GOLD/GNOSYS 
package. 

5. CONCLUSION 

This paper has described the features of what is 
perceived as the growingsoftware crisis in HED. and 

llT O&4-l 

has proposed, and demonstrated, a declarative style 
of problem formulation. The successes and limitations 
of the GOLD/GNOSYS package have already been 
discussed. We conclude by considering the impact of 
introducing PSEs such as GOLD/GNOSYS into the 
HED domain. 

If such systems can provide satisfactory design solu- 
tions for many users, then the potential benefits are 
enormous. Despite language limitations, the declar- 
ations in GOLD modules may certainly be viewed 
as concise definitions of HED knowledge, stated in a 
design manual style, and they can be applied, com- 
bined and modified with maximum flexibility by the 
GNOSYS program. The only aspects of HED theory 
still residing in the program itself are the simulation, 
optimization and thermal property codes which are 
best written by specialists and are relatively easy to 
test and verify in isolation. The user need only rarely 
resort to writing code, and then only to interface some 
specialized routine to the PSE. The focus therefore 
returns to the HED theory itself: if the reader wishes 
to criticize any aspect of the packed bed example. he 
is able to do so precisely because of the clarity with 
which the entire design calculation is stated, and it 
is likely that any criticism will be satisfied by a rewrit- 
ing of some of the GOLD modules. The principle of 
communicating a complete design scheme in a tech- 
nical paper, such that results can be replicated, has 
clearly been demonstrated, and the advantages this 
entails have already been discussed. 

A PSE should enable users to share expertise and 
take advantage of advances in every area of HED 
theory and computer science. Advances in opti- 
mization, simulation and thermophysical property 
calculation can be incorporated into new versions of 
the PSE without inconveniencing the user, who need 
only be informed of some additional functions avail- 
able in the declarative language or PSE. The declar- 
ative language itself is highly portable, GOLD/ 
GNOSYS has been successfully installed on several 
manufacturers’ computers and GOLD modules are 
entirely compatible between systems. If the expertise 
is available to port a PSE onto an advanced parallel 
architecture, then many users can benefit (indeed, the 
PHOENICS system has recently been ported onto 
PC-based transputer systems). 

It is not anticipated that there will be a revolution in 
HED practice overnight, but rather a steadily growing 
acceptance that a declarative style of problem for- 
mulation represents a better way of preserving, ex- 
ploiting and communicating HED expertise. How- 
ever, the issues raised in this paper must be addressed 
with some urgency if the future of HED is to offer 
unparalleled opportunity and not merely daunting, 
and increasing, complexity. 
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APPENDIX 

PROBLEM Reg2D; 

{This problem module defines a 2D linear Thermal Regenerator 
Modelling Package. Given the diiensionless parameters and the 
inlet temperatures of the Regenerator, it cakulatss the mean 
outlet temperatures. The model uses the improved Hill-Willmott (1989) 
method of regenerator simulation } 

USE 
abssero 

VARIABLES 

= -273.16; {minimum temperature - Centigrade} 

HotReducedLength [O : 1001; 
ColdReducedJength [O : lOO]; 

{Dimensionless Parameters} 

HotReducedSeriod 
ColdReducedPeriod 

Gamma 

HotEtaReg 
Cold_EtaReg 

Hot&let_Temp 
ColdJnlet_Temp 

Hot_Outlet_Temp 
Cold_Outlet_Temp 

CONSTRAINTS 

Gamma 

HotEtaJleg 

Cold-EtaReg 

Hot_Outlet_Temp 

Cold_Outlet_Temp 

E : qi 
: ; 

[O.OOl : lOOO]; 

!: :;; : ; 

{Degree of Imbalance} 

{Hot side thermal effectiveness, dimensionless} 

[absaero : 30001; 
[absaero : 30001; 

[abszero : 30001; 
[abszero : 30001; 

~y&&~ 
nl e 

{Centigrade} 
{Centigrade} 

PROBLEM DEFINED. 

Hot_ReducedPeriod/HotJZeduced_Length 
*Cold_Reduced_Length/Cold_Reduced_Period; 

Cold_EtaReg/Gamma; 

Hill_Willmott(Hot_Reduced_Length, ColdJIeducedLength, 
Hot&educed-Period, Cold_Reduced-Period); 

Hot-Inlet,Temp - (Hot-Inlet_Temp - ColdJnlet_Temp) 
*Hot-Eta&g; 

Cold&let-Temp + (HotJnlet_Temp - ColdJnlet_Temp) 
*ColdEtaJl.eg; 

FIG. AI. GOLD problem module Reg2D. 
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gncmys> load Reg2D 

guosys> list 
Solution Register 0 

Independent vars : 
. . Cold_Inlet_Temp = [No value assigned.] 
. . Cold_Reduced_Length = [No value assigned.] 
. . ColdReducedPeriod = [No value assigned.] 
. . Hot_Inlet_Temp = [No value assigned.] 
. . HotReducedLength = [No value assigned.] 
. . HotReducedPeriod = [No value assigned.] 

Dependent vars : 
. . ColdEtaReg = Hill_Willmott(HotReduced-Length, 

ColdReduced-Length, HotReduced-Period, 
ColdReducedSeriod) 

. . Gamma = Hot_Reduced_Period/HotJieduced_Length* 

ColdBeduced4ength/Cold&educed_Period 
. . Cold_Outlet_Temp = Cold_lnlet_Temp + (Rotlnlet_Temp - 

Cold_Inlet_Temp)*Cold_Eta_Reg 
. . HotEtaJttlg = Cold_Eta_Fteg/Gamma 
. . Hot_Outlet_Temp = Hot_Inlet_Temp - (Hot&let_Temp - 

ColdJnlet_Temp)*HotEtaReg 

Cost Function : None. 

gnosys> 

FIG. A2. GNOSYS session loading Reg2D. 

SUBPROBLEM PackedBed OF Reg2D; 

{Regenerator model based on University of York Rig} 

VARIABLES 

{Bed Geometry} 

length 
radius 

Xarea 
Sareabed 

;; : $I; {length of bed - m} 
{radius of bed - m} 

[O i 4d]; {X-sectional area - m**2} 

[0 : lE4]; {total bed surface area for heat transfer - m**2} 

{Gas Properties - Both Periods} 

av_temp [abszero : 3000]; {‘average’ gas temp - Centigrade} 

{Gas Properties - Hot Period] 

hotmfr 
hot-v 
hot_vfr 
hot-G 
hot-k-v& 
hot-C-gas 
hot-rho-gas 
hot_k 
hot-delta-P 

1001; 
IOOO]; 
20001; 
1001; 
lE-31; 
lE4]; 
1001; 

11; 
lE51; 

{mass flow rate kg/s} 
{linear velocity of gas - m/s} 
{volumetric flow rate- m**3/s} 
{mass flow rate per unit X-sectional area - kg/s*m**3} 
{kinematic viscosity - m**2/s} 

{specific heat - J/kg*K} 
{density - kg/m**3} 
{thermal conductivity - W/m*K} 
{pressure drop, Psecals) 

FIG. A3. GOLD subproblem module Packed-Bed 
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cold-mfr 
cold-v 
cold,vfr 
cold-G 
cold_k_vise 
cold_C_gas 
cold-rho-gas 
cold-lr 
coldde1ta-P 

D-P 
voidage 
Csolid 
rho-lid 
M-bed 
hot&c 
cold&c 

hotI 
cold-I’ 

CONSTRAINTS 

av_temp 
Xarea 
Sareabed 
Mbed 

hot_vfr 
hot-G 
hot-v 

cold,vfr 
cold-G 
cold-v 

hot_reducedlength 
hot_reducedperiod 
coldmducedbngth 
coldnduced-period 

{Gas Properties - Cold Period} 

{mass flow rate kg/s} 
{linear velocity of gas - m/s} 
{volumetric flow rate- m**3/s} 
{mass flow rate per unit X-sectional area - kg/s*m**3} 
{kinematic viscosity - “**2/s} 
{specific heat - J/kg*K} 
{density - kg/m**3} 
{thermal conductivity - W/m*K} 
{pressure drop, Psscals} 

{Packing Properties} 

[O 1 I& 

{diamekr of packing particles - m} 
{voidage fraction of bed - dimensionless} 
{specific heat - J/kg*K) 
{density of solid - kg/m**3} 
{mass of packing - kg} 
{heat transfer coefficient - W/m**2*K} 
{heat transfer coefficient - W/m**2*K} 

{length of hot period - s} 
{length of cold period - s} 

{Properties of Bed} 

= (hot_inlet_kmp + coldinlet_temp)/2; 
= pi*sqr(radius); 
= 6/Dp*(l - voidage)*X_area*length; 
= (1.0 - voidage)*X_area*length*rho-solid; 

{Gas - Hot Side} 

= hotmfr/hot_rho-gas; 
= hot-r&/X-area; 
= hot_vfr/X_area; 

{Gas - Cold Side} 

= cold_mfr/coldsho_gas; 
= coldmfr/X_area; 
= cold_vfr/X_area; 

{Regenerator Paramekrs} 

= hot&c * Sareabed /(hotmfr * hot_C+s); 
= hot&c * S-area-bed + hotP/(M_bed * Cmlid); 
= coldltc * Sareabed /(coldmfr * cold_C_gas); 
= coldhtc * Sareabed * coldP/(M_bed * Cllolid); 

SUBPROBLEM DEFINED. 

FIG. AX-Continued. 
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gnosys> {...conkd } 
gnosys> load packed-bed 
gnosys> Ii& 
Solution Register 0 

Independent vars : 
. . CoIdRrIet_Temp 
. Hot_lnlet_Temp 

cold_Cgss 
(&} 

= [No value assigned.] 
= [No value wigned.] 
= [No value assigned.] 

Dependent vars : 
avfemp 

i’&) 
= (Hot-lnlet_Temp + Cold_Inlet_Temp)/ 2 

. . ~~d~duced~ength = cofd~tc*Sarea_bed/(coIdmfr*c~d_C~~) 

. . ColdReducedSeriod = ~old~tc~S~re~bed*co~d~/(M_bed*~~~id) 

. . AotReducedlengtb = hot&c*Sarea-bed/(hot_mfi*hot_C.gas) 
HotReducedSeriod 

i’elc} 
= hot_htc*Sareabed*hot_P/(M_bed*C.solid) 

ho. A4. CNOSYS session loading module Packed-Bed. 

SUBPROBLEM Denton OF Packed-Bed; 

{Calculates Heat Transfer Coefficients for a Packed Bed, 
using Denton’s Analysis} 

VARIABLES 

(Gas Properties - Hot Period) 

hotRe 
hotPr 

b : ;;;I; {hot side Reynolds Number} 

I {hot side Prantl Number} 

{Gas Properties - Cold Period) 

coldfte [O : 1E5]; 
coid_Pr [O : loo]; 

(cold side Reynolds Number} 
(cold side Prantl Number} 

CONSTRAINTS 

hot-Be = hot_v*D_p/hotJt_visc; 
hot_Pr = hot_C,gas*hot-k_visc/hot.k; 
hot&c = 05?*hot_C_gss*hot_G*hotRe~(-0.3)*hotPrf(-0.72); 

coldRe = cold_v~D~/c~d~v~c; 
cold& = coId_C~~*coid~_v~c/cold~ 
cold&c =: 0.57*cold_C~*cold_G*co~d~~(-O.3)*cold~r~(-O.72); 

SUBPROBLEM DEFINED. 

Ro. AS. Suhprohiem module Denton. 



SUBPROBLEM Ergun OF Pachd_Bed; 

{Uses Ergun’s equations for the calculation of pressure drop} 

717 

USE 

g-c 

VARIABLES 
hotabssisc 
coldabs_viec 

CONSTRAINTS 

hotabs-vise 
coldabs_visc 

hot-delta-P 

= 1.0; {gavitational constant - diiensionless} 

[O : 11; {absolute viscoeity - kg/ms} 
[O : 11; {absolute viscosity - kg/me} 

= hotJt_visc*hot-rho_gass; 
= cold-k_visc*cold-rhogas; 

= length*hot_v*(l.O - voidsge)/(g_c*Dp*voidageT3)* 
( 1.75*hot_G + 150*(1.0 - voidage)*hotabs_visc/D_p); 

cold-delta-P = length*cold_v*(l.O - voidage)/(gz*D_p*voidagef3)* 
( 1.75*cold_G + 150*(1.0 - voidage)*coldabs_visc/D-p); 

SUBPROBLEM DEFINED. 

FIG. A6. Subproblem module Ergun. 

SUBPROBLEM Hot_Gas_Comp OF Packed-Bed; 

{Allows Hot Side Gas Composition to vary} 

VARIABLES 
Hot_CO2 
HotH20 
Hot32 
Hot-02 

CONSTRAINTS 

HotN2 

Hot_C_Gas 

HotJhogss 

Hot-k 

Hot-k,vise 

b: ii 
[O i 11; 
[O : 11; 

{relative proportion, dimensionless} 

ix; 

(““1 

= 1.0 - Hot-CO2 - Hot-02 - HotH20; 

= SpecificJIeat( 0, {proportion of ‘air’ is oero} 
HotN2, 
Hot_02, 
HotCO2, 
HotB20, 
av_temp - abs-sero); 

= (-abaero)/(av_temp - absaero)* 
GssAensity(0, 
HotN2, 
Hot_02, 
HotCO2, 
HotH20); 

= Gss_Conductivity( 0, 
HotN2, 
Hot-OS, 
Hot_CO2, 
HotE20, 
avfemp - abszero); 

= GasAbs_Viicosity(O, 
HotN2, 
Hot-02, 
HotCO2, 
Hot-HfO, 
av_temp - abszero)/Hot,rho~a; 

SUBPROBLEM DEFINED. 

FIG. A7. Subproblem module Hot-Gas-Comp. 
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SUBPROBLEM Cold&r OF Packed-Bed; 

{ Fixes Cold Side Gas Properties to be those of air) 

CONSTRAINTS 
Cold-C-Gas = SpecificHeat(l.0, {proportion of air is 1) 

0, {other gases zero} 

0, 
0, 
0, 
av_temp - abszero); 

Cold_rho-gas = 1.2928*(-absJero)/(av_temp - abszero); 

Cold1 = Gas_Conductivity( 1.0, 

0, 
0, 
0, 
0, 
av_temp - abszero); 

Cold_k_visc = GasAbs_Viscosity( 1.0, 

0, 
0, 

0, 
0, 
av_temp - abs_sero)/Cold_rho_gas; 

SUBPROBLEM DEFINED. 

FIG. A8. Suhprohlem module Cold-Air. 

SUBPROBLEM Client-1 OF Packed-Bed; 

USE 
convert&act_1 = 4180; {btu/lbF - > J/kgK} 
convert&&2 = 4.014e-3; {Psscals - > inches of water} 

VARIABLES 
hot-water-drop ; : ;;;i {inches of water pressure drop} 
cold-water-drop 
required-cold-out 
cold-out-d% 

; i ;;+; 
{inches of water pressure drop} 
{Minimum Average Cold Temperature, Centigrade} 

9 {Check to ensure minimum is achieved} 

CONSTRAINTS 
hot-water-drop = convert-fact-2 * hot-delta-p; 

cold-water-drop = convertfactl * cold-delta-p; 

cold_out_diff = cold-outlet-temp - required-cold-out; 

{Packing data supplied by client:} 

D-P = 0.019; {diameter of spheres} 
C&lid = convertfact_l*(QQQ6e-5*av_temp + O.l947);{specific heat} 
rhosolid = 3644; {density} 
voidage = 0.45032; { voidage} 

MINIMISE M-bed; {required cost function} 

SUBPROBLEM DEFINED. 

FIG. A9. Subproblem module Client-l. 
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gnQ@YS> 
.gnosyr> jjlrsi load GOLD mod&r dejining ihe problem} 

eP=YS> 
gnoeYs> load RegJD 
gnosyr> load PackedBed 
gnoeyr> load Denton 
gnoays> load Ergun 
gnceys> load ColdAir 
gnosys> load Hot_Gas_Comp 
gnosys> load Clientl 
gnosys> 
gnovys> {Now infenzctively act rqvinmenb for this problem} 
gnosys> 
gnosys> %{ i.e. input set of confrainic} 
fix> coldiulet_temp = 20 
fix> hotinletfemp = 1400 
fix> ho0 = 600 
fix> coldP = 600 
fix> hots& = 1.246 
fix> coldJnfr = 1.122 
fix> hot_water_drop.ub = S.O{rei upper bornd on ihia variable} 
fix> cold_water_drop.ub = 5.0 
fix> hotH20 = 0.17 
fix> hot-CO2 = 0.085 
fix> hot-02 = 0.023 
fix> required-cold-out = 950 
fix> quit {ezif fir mode} 
gnosys> 

gnosys> list {show jinal problem definition before opiimiaaiion) 
Solution Register 0 

Independent vars : 
. . length 
. . radius 

= [No value assigned.] 
= [No value assigned.] 

Dependent vars : 
. . required-cold-out 
. . Hot-02 
. . HotCO2 
. . I-Iota20 
. . coldmfr 
. . hotnlfr 
. . cold9 
. . hot-P 
. . HotJnlet_Temp 
. . Cold-lnlet_Temp 
. . D-P 
. . rhoaolid 
. . voidage 
. . av_temp 
. . Xarea 
. . HotN2 
. . COld_C~aa 
. . cold-G 
. . COldJl 
. . cold_rho_gae 
. . Csolid 

= 950 
= 0.023 
= 0.085 
= 0.17 
= 1.122 
= 1.246 
= 600 
= 600 
= 1400 
= 20 
= 0.019 
= 3644 
= 0.45032 
= 710 
= 3.14159*sqr(radius) 
= 0.722 
= 1137.77 
= l.l22/Xarea 
= 6.672643-2 
= 0.35919 
= 1110.51 

. . hot_C_gas = 1293.19 

. . hot-G = 1.246/X_area 

. . hotL = 6.699573-2 

. . hotJhogaa = 3.262983-l 

. . Mbed = O.W68*X_area*kngth* 3644 

. . Sarehbed = 173.583*Xarea*length 

. . cdd_k_visc = l.l5098E-4 

FIG. AIO. Heat exchanger design using GNOSYS. 
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. . COldAr 

.f hotk_visc 

. . hot*vfr 

. . cold-v 

. . hot_v 

. . cold& 

. . hot& 

. . coldabsksc 

. . hotabs-vise 

. . cold_deIta_P 

. . hot_delta_P 

. . co1dR.e 

. . coldhtc 

. . hotRe 

. . hot-htc 

. . coid_water_dcop 

. . hot_water_drop 

. . Cold~duc~~ngth 

. . CoIdReduced.Period 

. . BotReducedLength 

. . HotReduced_Period 

. . Cold-EtaReg 

. . GWNIla 

. . CoId_Outlet_Temp 

. . Hot-EtaReg 

. . Hot_Outlet_Temp 

. . cold-out-diff 

Cost Function : 
Minimise : M-bed 

= 

3.12369 
1.212313-4 
3.8186 
3.12369/Xarea 
3.8186JXarea 
1.96257 
2.34008 
4.134223-5 
3.955753-s 
length*cold,v* 0.54968/ 1.73507E-3*( 1.75* 
cold-G + 1.7Q408E-1) 
length*hot_v* 0.54~6/ 1.73507%3*( 1.75* 
hot-G + 1.716633-l) 
cold-v* 0.0191 1.150983-4 
648.528*coId_G*coidReI-0.3’ 6.154123-l 

h&v’ O.OlQ/ 1.21231E-4 
73?.12*hot_G*hotReI-0.3* 5.421933-l 
4.014E-3*cold_delta_P 
4.014E-3*hot_deItaP 
cold-htc*Sarea_bed/ 1276.68 
coId_htc*Sxeabed* 6~/(M~ed* 1110.51) 
hot_htc*Sareitbed/ 1611.32 
hot_htc*S_areabed* 600/(M_bed* 1110.51) 
Aill_WiIlmott(HotReducedJlength, 
~Id~duc~~~th, RotReducedSeriod, 
CoIdReduced-Period) 
HotReducedPeciod/HotReduced-length* 
Cold_Reduced_Length/ColdReduced_Period 
20 + 1380*Cold_EtaReg 
Cold~t~~g/Ga~a 
1400 - 1380*Hot_EtaReg 
Cold_OutIet_Temp - 950 

Value : M-bed 

[Non-optimal point] 

gnosys> detail 4 {set high reporting level) 
gnosys> optimise 

Start Optimisation: Complex Method. 

Searching for the optimal point. 
Checking problem definition. 

Independent vars : 2 
length, radius. 

Dependent vars : 25 
Xarea, cold-G, hot-G, M-bed, Sareabed, cold-v, hot-v, cold_deltaf?, 
hot_deltaR, cold.&, cold-htc, hot-He, hokbtc, cold-water-drop, 
hot_water_drop, ColdReduced&ug$h, ColdReducedSerioU, 
HotReduced.Length, HotRaduceLPeriod, CoIdEtaReg, Gamma, 
CoId_Outlet_Temp, HotEtaReg, Hot_Outlet_Temp, coldautdiff. 

Problem is well-defined. 

Must search for a feasible starting point 
Found fessible starting point. 
[ 4.22888, 1.95801 ] 
Chocked Feasible Cost Function : 102022 

Ra. A IO.--C’nnrirrued 
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Generating New Complex. 
Cycle number : 1 Best Value : 30784.5 Convergence Index : 0 
This Vertex : 30784.5 

{de...) 

Complex has converged. 

Beet Value : 
[ 4.407243-1,5.651813-l] 
Checked FeRsihlr Coot Rmrtion . ARS.RI) 

End of Optimisation. 

gnosys> list 
Solution Register 0 

Independent vars : 
. . length 
. . radius 

Dependent vars : 
. . requiredzold-out 
. . Hot-02 
. Hot-CO2 
. . HotH20 
. . coldmfr 
. . hotmfr 
. . cold_&’ 
. . ho0 
. . Hot-Inlet_Temp 
. . ColdJnleLTemp 
. . D-P 
. . rhosolid 

voidage 
. . av_temp 
. . Xarea 
. . HotN2 
. . cold_C-gse 
. . cold_G 
. cold-k 
. coldlhoges 
. . Csolid 
. hot_Cgea 
. hot-G 
. . hot-k 
. . hot-rho-gas 
. . Mbed 

S-area-bed 
. . coldk_visc 
. . cold-v+ 
. . hot-k_visc 
. . hot_vfr 
. . cold-v 
. hot-v 
. cold& 

hot& 
. . coldabs-vise 
. . hot&s_vise 

cold_deltaF’ 
. . hotdelta_P 

cold_He 

= 4.407243-l 
= 5.651813-l 

= 950 
= 0.023 
= 0.085 
= 0.17 
= 1.122 
= 1.246 
= 600 
=600 
= 1400 
= 20 
= 0.019 
= 3644 
= 0.45032 
= 710 
= 1.00352 
= 0.722 
= 1137.77 
= 1.11807 
= 6.672643-2 
= 0.35919 
= 1110.51 
= 1293.19 
= 1.24163 
= 6.699573-2 
= 3.262983-l 
= 885.89 

= 76.7713 
= l.l6098E-4 
= 3.12369 
= 1.21231E-4 
= 3.8186 
= 3.11275 
= 3.60522 
= 1.96257 
= 2.34008 
= 4.134223-5 
= 3.955753-5 
= 928.346 
= 1245.64 
= 513.841 

FIG. A I CL-Cnntinued. 
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. . cold&c 
. hot_& 
. . hot&c 

cold_water_drop 
:] hot-water-drop 

ColdReduced_Length 
. . ColdReducedPeriod 

HotReduced_Length 
. . HotReducedPeriod 

Cold_EtaR.eg 
Gamma 

. Cold_Outlet_Temp 
. . HoLEtaReg 

HoLOutleLTemp 
:i cold_out_dX 

= 68.5985 
= 596.373 
= 72.9507 
= 3.72638 
= 5 
= 4.1254 
= 3.21191 
= 3.47574 
= 3.41569 
= 6.739133-l 
= 1.26222 
= 950 
= 5.339123-l 
= 663.201 
= 8.82989E-8 

Cost Function : 
Minimise : M-bed 

Value : 885.89 

[Optimal Solution] 

gnosys> quit 

End of GNOSYS Session. 

FIG. A IO.-Continued. 
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FIG. Al 1. Parameter study. Optimal designs with cold outlet 
temperatures varying from 950°C (smallest bed) to 1350°C 

(largest) in steps of 59°C. 
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UN LANGAGE DECLARATIF POUR LA CONCEPTION THERMIQUE DES 
ECHANGEURS REGENE~TEU~ 

R&m&--On d&it quelques difhcuh6s associ&es a la conception des 6changeurs de chaleur industriels et 
on plaide pour une nouvelle approche pour la formulation du probilme. Par une voie d'illustration, on 

dkrit un petit langage diclaratoire et un probleme exemplairc est d&i dans le langage et r6solu en utilisant 
la correspondance probleme-environnement. 

EIN DIALOG-SYSTEM FUR DIE THERMfSCHE AUSLEGUNG VON 
REGENE~TIVEN W~RMETAUSCHERN 

Zmanunenfasramg-Einige Probleme bei der therm&hen Auslegung industrieller Wiirmetauscher werden 
beschrieben. Dies Bihrt xum Wunsch nach einem neuen Verfahren mit einfacher Umschreibung des 
Problems. Unter Verwendung von Illustrationen wird eine eigens entwickelte kleine “Sprache” beschrieben. 

Ein Beispiel fiir die Umschreibung eines Problems wird gegeben, die LBsung wird vorgeflihrt. 

~E~APA~BHbI~ 5t3MK &JUl ~~~OBOrO PACYETA PErEHEPAT~BH~X 
TE~~~6MEHHHKOB 

~tmcbaaar HexoTopbIc -rpycuIocr& cnfaamble c TCNI~BYM pameT0~ npowmrnembtx 

TeIIJIOO6hceHHHKOS, n npemomm ~oshlil nomon c ucnonb3oeaiuieM mmapmmHor0 mm noma- 

HOBKH 3aJta-i. i%IWXTpHpyCTCs MaJId AeulapKTHBHbIfi R3bIK,H B LaWCTBe IIpHMep5i ~pMynHpyeTC!4 

pJWWTHeK3UWle,~llleeI'.faxllpH COOTBCTCTByloUiXX )'CJlOBHKX. 


